
- Deep learning (DL) are data hungry
- Popular DL tools designed on well-curated  data

 But, medical data face 
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AI for Health: Learning from Imperfect Data
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- Low-level: general, task-invariant
- High-level: specific, task-dependent

Group of Learning, Optimization, 
Vision, healthcarE , and X

- Mitigate the data poverty & inequality 
- Respect data privacy

Our federation highlighted in NVIDIA white 
paper on federated learning 

Our work covers: 

🗸 Computer Vision
- COVID-19 detection
- Rib fracture detection

🗸 Natural Language  Processing
- Medical information extraction 
(e.g., NER and RE))

Transfer Learning

🗸 Compact models
- Up to 75% compression

🗸 Fast inference speed
- Up to 25% speedup 

🗸 Great compatibility
-  Working with major 
    DL models

Visit our project

Truncated Transfer Learning (TTL) 
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TTL vs others

Improved performance  with lower costs!

Example: reformulation for FPOR

Relaxation to indicator functions is problematic 

Imbalance learning via regrouping

Direct metric optimization


